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IMAGE ENHANCEMENT BASED ON
COMBINING IMAGES FROM MULTIPLE
CAMERAS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation-in-part of application
Ser. No. 13/719,079, filed Dec. 18, 2012, which claims the
benefit of U.S. Provisional Patent Application No. 61/583,
144, filed Jan. 4, 2012, and U.S. Provisional Patent Applica-
tion No. 61/590,656, filed Jan. 25, 2012; and this application
claims the benefit of U.S. Provisional Patent Application No.
61/590,656, filed Jan. 25, 2012; all applications are incorpo-
rated herein by reference in their entirety.

FIELD

This application relates generally to image enhancement
and more specifically to computer-implemented systems and
methods for image enhancement based on combining images
from multiple cameras.

BACKGROUND

Many modern electronic devices, such as smart phones and
laptops, are equipped with cameras. However, the quality of
photo and video images produced by these cameras is often
less than desirable. One problem is that these electronic
devices use relatively inexpensive cameras and lenses in com-
parison, for example, with professional cameras. Another
problem is a relatively small size of the mobile devices (the
thickness of the mobile devices, in particular) requires the
optical lens to be small as well. Furthermore, mobile devices
are often operated at closed proximity to the object, e.g.,
between 300 mm and 900 mm and are equipped with a short
focal length lens. As such, the produced images often suffer
from perspective distortion resulting from using short focal
length cameras at close distance to the subject.

SUMMARY

Provided are computer-implemented systems and methods
for image enhancements based on combining multiple related
images, such as images of the same object taken from difter-
ent angles. According to various embodiments, this approach
allows multiple images from nearby cameras to be combined
to simulate a single image from a more distant camera. Initial
images may be captured using simple cameras, such as those
having short focal length lenses typically used in camera
phones, tablets, and laptops. The initial images may be taken
using two different cameras positioned at a certain distance
from each other. An object or, more specifically, a center line
of the object is identified in each image. The object is typi-
cally present on the foreground of the initial images. As such,
detecting the foreground portion of each image may be per-
formed before the center line identification. The initial
images may be aligned and cross-faded. The foreground por-
tion may be separated from the background portion. The
background portion may be blurred or, more generally, pro-
cessed separately from the foreground portions. The above-
described steps in the process need not all be done in the order
specified, but may be done in a different order for conve-
nience or efficiency depending on the particular application
and its specific requirements.

In some embodiments, a method of combining multiple
related images to enhance image quality involves receiving
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two initial images, such that each initial image includes an
object provided on a foreground portion of this image and
each initial image corresponds to a different imaging angle
relative to the object (e.g., right and left images). Additional
initial images may be provided as well. For example, three or
more images corresponding to different imaging angles (e.g.,
right, center, and left images) may be provided in some
embodiments. The method may proceed with detecting the
object presented in each initial image and determining an
object center line of the object in each initial image. For
example, an object may be a person’s face, while the object
center line may be the line extending through the nose. It
should be noted that in some embodiments, the object center
line may not necessarily divide the object into equally sized
portions. In some embodiments, one portion may be slightly
larger than the other portion, which may depend on imaging
angle. Determination of the object center line may involve
analyzing the two images and determining, for example, the
most common lines in each of the two initial images that
would later allow these initial images to be cross-faded along
these lines. The method may continue with cross-fading the
multiple initial images along the object center line such that
cross-fading yields a combined image. The cross-fading may
involve manipulations of portions of the initial images that are
defined by the object center lines. In some embodiments, the
method involves aligning the multiple initial images along the
object center line to ensure the proper level of different initial
images, in particular when the images are taken at different
times.

In some embodiments, the method involves capturing the
multiple initial images. These images may be captured using
two or more cameras provided on one device, e.g., the cam-
eras being positioned at a distance of between about between
about 30 millimeters and 150 millimeters from each other.
The device including these cameras may be one of a laptop
computer system, a tablet computer system, or a camera
phone.

In some embodiments, the multiple initial images may be
stereo images having stereo disparity. The stereo disparity is
one example of a difference between the two initial images
that is relied on to enhance the resulting images. Other kinds
of differences may be used as well. In some embodiments,
detecting the object in each initial image may include one or
more techniques selected from the group consisting of motion
parallax, local focus, color grouping, and face detection. The
face detection may be particularly useful for video confer-
ences when a human face is typically a central object of the
image.

In some embodiments, foreground and background por-
tions of the initial images are processed differently. As such,
the combined image may include a combined foreground
portion and a combined background portion. The combined
foreground portion includes a combined object created by
cross-fading the objects of the multiple initial images. In
some embodiments, the method also involves changing one
or more properties of the combined foreground portion, such
as changing sharpness, as well as changing, colorizing, sup-
pressing, and changing saturation. One or more of these prop-
erties may be also changed on the combined background.

In some embodiments, the combined background portion
is blurred using one or more techniques, such as a circular
blurring and a Gaussian blurring. The combined background
portion may be blurred adaptively. The adaptive aspect may
depend on differences in positions of object center lines on
the foreground and background portions. Additional differ-
ences in these positions may drive more blurring of the back-
ground. Furthermore, the adaptive aspect may be applied to
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determining the background and foreground, i.e., adapting
the separation between the two to address movement of the
object resulting in changing distances between the object and
cameras. In some embodiments, the combined background
portion is replaced with a new background image.

In some embodiments, the method involves determining
the foreground portion of each initial image and may also
involve separating the foreground portion from a background
portion of each initial image and processing each portion
separately. As stated above, the processing or, more specifi-
cally, cross-fading the multiple initial images may be per-
formed independently on background and foreground por-
tions of these images. In some embodiments, cross-fading of
the background portions involves shifting at least some of the
background portions in towards the object center line. In
some embodiments, the method involves repeating the
receiving, determining, aligning, and cross-fading operations
at least once. The multiple initial images may represent one
frame of a video.

In some embodiments, a method of combining multiple
related images to enhance image quality involves capturing
multiple initial images using different cameras positioned on
the same device. The cameras may be positioned, for
example, at a distance of between about 30 millimeters and
150 millimeters from each other. The method may proceed
with determining a foreground portion of each initial image.
The method continues with determining an object center line
in each foreground portion of the multiple initial images. The
method may proceed with cross-fading the foreground por-
tions of the multiple initial images along the object center
line, such that the cross-fading yields a combined image. The
method may also include separating the foreground portion
from a background portion of each initial image, suppressing
the background portion (e.g., blurring) and/or enhancing the
foreground portion.

Provided also is a device including a first camera and a
second camera, such that the distance between the first cam-
era and the second camera is between about 30 millimeters
and 150 millimeters. The first camera and the second camera
are configured to capture two initial images of the same object
from different imaging angles. The device also includes a
processing module being configured for detecting an objectin
each of the two initial images, determining an object center
line ofthe object in each of the two initial images, aligning the
two initial images along the object center line, and cross-
fading the two initial images along the object center line
yielding a combined image. Furthermore, the device also
includes a storage module for storing the two initial images
and the combined image.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a schematic top view of an object and
different image capturing devices positioned at different dis-
tances and angles relative to the object, in accordance with
some embodiments.

FIG. 2A illustrates an image of an object captured from far
away using a long focal length lens, in accordance with some
embodiments.

FIG. 2B illustrates an image of the same object (as in FIG.
2A) captured at a short distance away from the object using a
short focal length lens, in accordance with some embodi-
ments.

FIG. 3 illustrates a top view of a device equipped with two
cameras and an equivalent single camera device showing
relative positions of the devices to an object, in accordance
with some embodiments.

35

40

45

50

4

FIGS. 4A and 4B illustrate two initial images prior to
combining these images, in accordance with some embodi-
ments.

FIG. 5 illustrates a combined images resulting from cross-
fading of the two initial images shown in FIGS. 4A and 4B, in
accordance with some embodiments.

FIG. 6 is a process flowchart of a method for processing an
image, in accordance with some embodiments.

FIG. 7A is a schematic representation of various modules
of'an image capturing and processing device, in accordance
with some embodiments.

FIG. 7B is a schematic process flow utilizing stereo dis-
parity of two images, in accordance with some embodiments.

FIG. 7C is a schematic process flow that does not utilize
stereo disparity, in accordance with some embodiments.

FIG. 8 is a diagrammatic representation of an example
machine in the form of a computer system, within which a set
of instructions for causing the machine to perform any one or
more of the methodologies discussed herein may be executed.

DETAILED DESCRIPTION

In the following description, numerous specific details are
set forth in order to provide a thorough understanding of the
presented concepts. The presented concepts may be practiced
without some or all of these specific details. In other
instances, well known process operations have not been
described in detail so as to not unnecessarily obscure the
described concepts. While some concepts will be described in
conjunction with the specific embodiments, it will be under-
stood that these embodiments are not intended to be limiting.
Introduction

Many modern devices are equipped with cameras, which
provide additional functionality to these devices. At the same
times, the devices are getting progressively smaller to make
their use more convenient. Examples include camera phones,
tablet computers, laptop computers, digital cameras, and
other like devices. A camera phone example will now be
briefly described to provide some context to this disclosure. A
camera phone is a mobile phone, which is able to capture
images, such as still photographs and/or video. Currently, the
majority of mobile phones in use are camera phones. The
camera phones generally have lenses and sensors that are
simpler than dedicated digital cameras, in particular, high end
digital cameras such as DSLR camera. The camera phones
are typically equipped with shorter focal length and fixed
focus lenses and smaller sensors, which limit their perfor-
mance.

Cost and size constraints limit optical features that can be
implemented on the above referenced devices. Specifically,
the thin form factors of many devices make it very difficult to
use long lenses (with wide apertures for capturing high-qual-
ity limited-depth-of-field effects (i.e. sharp subject, blurry
background)). For this reason, close-up pictures shot with
camera phones are usually taken too close to the subject,
leading to strong perspective distortion.

Provided are computer-implemented systems and methods
combining multiple low quality images into one higher qual-
ity image thereby producing image enhancement. This
approach allows simulating images captured from longer dis-
tances by combining multiple images captured from short
distances. FIG. 1 shows the difference in viewing angles for a
close camera and a far camera, illustrating a schematic top
view of an object 102 and different image capturing devices
110 and 114 positioned at different distances relative to the
object 102, in accordance with some embodiments. For clar-
ity, a few features of object 102 are identified, such as a right
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ear 104aq, a left ear 1045, and a nose 106. Despite the fact that
device 114 is shifted to the left from the object 102, it is still
able to capture both ears 104a and 1045 while not being
turned too much with respect to the nose. As such, device 114
(that needs to be equipped with a longer focal length lens, e.g.,
a telephoto lens, relative to device 110) will take a high
quality and undistorted image of object 102. However, when
a short focal length camera/device 110, which is similarly
shifted to the left from the object 102 attempts to take a
similar image, it will only be able to capture left ear 1045.
Furthermore, nose 106 is being captured at a sharp angle,
which may result in distortions of its proportion relative to
other parts.

Actual results of using long and short focal length lenses
are presented in FIGS. 2A and 2B, respectively. Specifically,
FIG. 2A illustrates an image of an object captured from far
away using a long focal length (telephoto) lens (similar to
device 114 in FIG. 1), inaccordance with some embodiments,
while FIG. 2B illustrates an image of the same object cap-
tured at a short distance away from the object using a short
focal length (wide angle) lens (similar to device 110 in FIG.
1), in accordance with different embodiments.

It is common to take pictures of subjects from short dis-
tances, for example, on the order of two feet away or less. This
may occur, for example, when using a camera mounted on the
bezel of alaptop computer screen during a video-conference,
when taking a hand-held picture of oneself using a cell-phone
camera, and similar photography with a portable device.
When the lens-to-subject distance is short, there may be an
unflattering perspective distortion of the subject (e.g., usually
the face of the subject) which has the appearance of, for
example, making the nose look large, ears recede behind the
head, and face and neck to look unnaturally thin.

Some embodiments may include cameras that may be
operated at short camera-to-subject distances, with short
lenses, and may produce images that look as though the
camera were further away with a long lens, thus minimizing
such perspective distortion effect and creating a flattering
image of the subject. Initial images may be captured using
simple cameras, such as short focal length cameras and cam-
eras with short lenses, typically used on camera phones, tab-
lets, and laptops. The initial images may be taken using two
different cameras positioned at a certain distance from each
other. An object or, more specifically, a center line of the
object is identified in each image. The object is typically
present on the foreground of the initial images. As such,
detecting the foreground portion of each image may be per-
formed before the center line identification. The initial
images may be aligned and cross-faded. The foreground por-
tion may be separated from the background portion. The
background portion may be blurred or, more generally, pro-
cessed separately from the foreground portions. The steps in
the above-described process need not all be done in the order
specified, but may be done in a different order for conve-
nience or efficiency depending on the particular application
and its specific requirements.

FIG. 3 illustrates a top view 300 of a device 310 equipped
with two cameras 312a¢ and 3126 and an equivalent single
camera device 314 showing relative positions of devices 310
and 314 to an object (head) 302, in accordance with some
embodiments. Cameras 312q and 3124, taken together, can
see both sides of object 302, similar to the nearly-equivalent
distant camera device 314, whereas each of cameras 312a and
3125 in isolation may not be able see both sides of the head
302. Specifically, left camera 3124 may have a better view of
left ear 304a and insufficient view of right ear 3045, while
right camera 3125 may have a better view of right ear 3045
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and insufficient view of left ear 304a. When two images taken
by both left camera 312a and right camera 3125 are com-
bined, the combined image included adequate representa-
tions of right and left ears 304a and 3045.

In some embodiments, a method of combining the images
from the left and right cameras into a composite image
involves detecting the foreground object (i.e., subject) in two
camera images. This may be done, for example, using stereo
disparity and/or face detection on the two images. The
method may proceed with aligning and, in some embodi-
ments, scaling the two images at the center of the foreground
object. The two images are then cross-faded into a combined
(or composite) image, such that the left side of the image
comes from the left camera, while the right side of the image
comes from the right camera. The cross-fade region may be
narrow enough that the images have good alignment within it.
The method optionally involves blurring the background in
the composite image.

It should be noted that two camera systems that may be
used for capturing initial images are different from stereo 3D
camera, which present both images to the eyes of the viewer
and create a full 3D experience for the viewer. Instead, only
one combined image is provided in the described methods
and systems and initially captured stereo images are not
shown to the viewer. The initial images are combined so as to
create the appearance of a single higher-quality image shot
from further away.

Some applications of these methods may include, for
example, a video-conferencing system running on a laptop or
desktop computer, stand-alone video-conferencing system,
video-conferencing system on a mobile device such as a
smart-phone, front-facing camera for taking pictures of one-
self on a smart-phone/mobile device, a standalone still cam-
era, stand-alone video camera, any camera where an undis-
torted image is needed but it is impossible or impractical to
move the camera back far enough from the subject, and the
like.

In some embodiments two or more cameras may be used.
For example, with three cameras (e.g., left, center, and right)
the composite image may be composed of the left portion of
the left image, center portion of the center image, and right
portion of right image, resulting in reduced perspective dis-
tortion compared to the image obtained from a single distant
camera.

FIGS. 4A and 4B illustrate an example of two initial
images 400 and 410 that are combined to enhance quality of
the resulting image, in accordance with some embodiments.
For simplicity, initial image 400 will be referred to as a left
image, while initial image 410 will be referred to as a right
image. The left and right images may be obtained using two
cameras or lenses provided on the same device (e.g., devices
described above with reference to FIG. 3) and captured at
substantially the same time, such that the object maintains the
same orientation (i.e., does not move) in both images. In some
embodiments, the same camera or lens may be used to capture
the left and right images by moving the object or the camera
with respect to each other.

Each initial image includes slightly different representa-
tions of the same object, i.e., left image 400 includes object
representation 402, while right image 410 includes object
representation 412. There are slight differences in these
object representations. For example, object representation
402 has a more visible left ear, while the right ear is barely
visible. It should be noted that all special orientations are
referred to the images; the actual object orientations may be
different. On the other hand, object representation 412 has a
more visible right ear, while the left ear is only slightly vis-






